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This paper presents a method for calculating cut-offs for the online multiple-choice placement test developed and currently being used at Intercollege in Cyprus. The New English Placement Test Online (NEPTON) uses a process of iteration to calculate six cut-offs for six slides of progressively higher-level test items. A description of the test background and stages of test development will precede a detailed discussion of the method for placing students and a description of the nature of NEPTON data. In this paper it will be argued that the NEPTON places students fairly as it considers the entire performance of a student on all test-item levels. 
I   Introduction  
In recent years, more and more Second Language (L2) test developers have been moving from pen-and-paper to Computer Based Tests (CBT) (Brown, 1997; McNamara, 2000; Vispoel et al. T. 2000; Fulcher, 2001; Godwin-Jones, 2001; Roever, 2001; Chapelle, 2001; Chalhoub-Deville, 2001; Bachman, 2003; Chapelle and Douglas, 2006). Yet often no justification or information is given to explain how scores are arrived at or how boundaries are determined and scrutinised (Alderson et al. 2001: 163-4). 
The NEPTON is the first online English Placement Test developed in Cyprus. It was commissioned by Intercollege (http://www.intercollege.ac.cy), a leading private tertiary institution in Cyprus in 2003. The project leader was Dr Papadima-Sophocleous (2006, 2008) who worked mainly on test content, key features of test interface and areas of item analysis.  Dr Alexander mainly designed a graded-difficulty test-slide cut-off system and analysed key data derived from this test-slide system. The programming was undertaken by Dr Dmitry Apraksin. The test updated the existing pen-and-paper English placement practices at Intercollege and brought about change and improvement in test content, delivery and administration.  
        The NEPTON generates randomized multiple-choice tests from a large and varied database and gives results instantaneously to test-takers regardless of location. It places students into six levels from beginner to upper-advanced. The pre-test e-tutorial available on http://nepton.engine.intercol.edu/ familiarizes students with the format of the test and the test type questions. The test has an eighty-minute time limit, which was thought to be suitable for such a high stakes placement test. Test-takers can pace themselves during the test as they are aware of the test length and the time available to take the test. 
All Intercollege students have to fulfil the prerequisites of six non-elective English as a Second Language (ESOL) courses to continue their chosen study lines. Table 1 gives information regarding these courses.  NEPTON has been informed by language level frameworks such as CEFR (Council of Europe, 2001) and Association of Language testers in Europe (ALTE, 2002).  In this paper reference will be made to Common European Framework of Reference (CEFR). 
Table 1   CEFR equivalents of Intercollege non-elective ESOL courses 
	Intercollege course code
	Level
	Equivalent CEFR

	BENG50           NEPTON level 1
	Beginner
	A1

	BENG80           NEPTON level 2
	Elementary
	A2

	BENG90           NEPTON level 3
	Intermediate
	B1

	BENG100         NEPTON level 4
	Upper-intermediate
	B2

	ENGL100         NEPTON level 5
	Advanced
	C1

	ENGL101         NEPTON level 6
	Upper-advanced
	C2


The terms question, item, and option used in this paper need clarification: a test question comprises one or four to five test items. Each item consists of mainly five multiple-choice options. Each NEPTON test has thirty-three questions for the test-taker to take, however the test-taker actually responds to fifty-four test items. Plate 1 presents a screen-shot of the test area; it gives an example of how a single question, here, number 10, can contain more than one multiple-option item (here, five items each with five multiple-choice options). Test takers have the flexibility to browse through the items in any order they like, at their own pace, and review and change their responses.  Navigation in both test-taker and administrator interface is simple and friendly. Once the test-takers complete the test and press Finish Test, they cannot re-enter the secure test area.  The answers are electronically recorded and the results are calculated automatically.
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Letter to a Friend

Read the passage about Letter to a Friend and choose the correct answer from the dropdown menu selection.

Dear sean,

It was good to see you in Manchester last week. Unfortunately I had a lot of work every day, so I didn’t have much time to see you mare. I
didn’t have the time to visit many of the interesting places ~| are famous in Manchester either. However, I =] many useful
contacts 50 I hope my company can do a lot of business in the United Kingdom in the future. I know you don’t have much free time during your
visits in Cyprus, but please try to come and see us next time you are here. There are a lot of interesting places in Cyprus, too. Do you have

many things to do during your next visit? You ~| come from the beginning of summer because the weather is terrific and when you
with your work we can go to the beach. My organises bush walking and he can take us to some beautiful

places.
wife brother
Looking forward to seeing you then, Jwife's brother

Jwives brother
Jwifes brother

Love,
Petros. [wife brothers
papas, salomi Remaining Time: 77 min Finish Test
|
[Eore [ [ [ [@wens 7





Plate 1
  Test area screenshot 
II 
NEPTON Item writing
Test items were grouped into the six college levels discussed in Table 1. The item topics were similar to topics (1) covered in textbooks of the same levels; (2) suggested by theoretical books for those levels (Nunan, 1989, 1991; Heaton, 1995; Hughes, 2000; Harmer, 2001); (3) drawn from the suggested topics of L2 level frameworks such as CEFR, and ALTE; (4) related to educational settings of students. The NEPTON test covered writing competence (structure, vocabulary, and fluency), and reading comprehension (skimming and scanning) skills, appropriate at each level.  A variety of format such as sentence, signs and text, catering for different learning styles, and reflecting the respective levels, skills and content are also used in the NEPTON test.

     More than one thousand three hundred items were originally developed for the six English course levels and served as an item bank. Item writing was followed by an extensive review – editing – re-review process.  About forty-two percent of the English programme-teaching faculty from all three Intercollege campuses were involved in this process.  The NEPTON test was initially field-tested in pen-and-paper form in May 2004.  A sample of about one thousand six hundred students took part in the initial field-testing at all three college sites. The item analysis undertaken on field test data found that some test items were not well-centred and not discriminating well, as a result, these items were rejected or revised. More and continuous item analysis is periodically carried out every time a substantial number of test-takers take the test. 
III 
The NEPTON item slides
Every NEPTON test has thirty-three questions that are grouped into six, nine-item slides that represent the levels of the six Intercollege ESOL courses described in Table 1. Each test item has mainly five multiple-choice options. Some questions contain one item, while others contain four to five items. Table 2 indicates how the number of items varies per question.   The abbreviations used in Table 2 are for the NEPTON question types, these types are: sentence-based structure (SB-S), text-based structure (TB-S), sentence-based vocabulary (SB-V), text-based vocabulary (TB-V), sign-based reading comprehension (SB-RC), and text-based reading comprehension (TB-RC).  These question types were mainly based on Heaton (1995), Hughes (2000) and Harmer (2001). 

Table 2       The NEPTON slide paradigm

	
	TEST 1


	No of items per question type
	TEST 2
	No of items per question type

	NEPTON level 1 Beginner
9 items per slide

 
	SB-S:
TB-S:
SB-RC:
	3

5       
1
	SB-V:
TB-V or TB-RC:
SB-RC:
	4 

4 

1

	NEPTON level 2 Elementary
9 items per slide


	SB-V:
TB-V / TB-RC:

SB-RC:
	4      

4

1
	SB-S:
TB-S:
SB-RC:
	3    
5    
1

	NEPTON level 3 Intermediate
9 items per slide
	SB-S:
TB-S:
	4        
5
	SB-V:
 TB-V or TB-RC:
	5 
4 

	NEPTON level 4 Upper-intermediate
9 items per slide
	 SB-V:
TB-V or TB-RC:
	5     
4 
	SB-S:
TB-S:
	4             
5 

	NEPTON level 5 Advanced
9 items per slide
	SB-S:
TB-S:
	4            
5 
	SB-V:
TB-V or TB-RC:
	5  
4 

	NEPTON level  6 upper-advanced
9 items per slide
	 SB-V:
TB-V or TB-RC:
	5     
4 
	SB-S:
TB-S:
	4            

5 

	9 items x 6 slides
	 54 items (33 questions)
	54 items (33 questions)


The nine-item test slides range from one, which is NEPTON level one to six, which is NEPTON level six. Table 2 presents the NEPTON slide paradigm which incorporates all the skills discussed in section II within two randomly selected test-format options. There were three key reasons why these two test options were developed: (1) the test could be shortened from the original one hundred and eight items to fifty-four; (2) the nine-item slides would not have to be shortened, so students would have to attempt at least nine items per slide level. Fewer than nine items per slide would lower the slide cut-offs and possibly make it too easy for students to achieve slide cut-offs. Slide cut-offs will be discussed in section VI; (3) all the question types could be used within the two test options. Thus there are two key stages of randomisation in the NEPTON: firstly either the test 1 or test 2 paradigm option is chosen; secondly questions for the six nine-item slides are randomly chosen from the database. Table 2 shows how test 1 and 2 slide question-types are fixed per slide; the questions are randomly chosen from sub-pools of test items of each type, but the question-types per slide are fixed. 
Table 3 provides details regarding the number and type of test questions and test items in the NEPTON database; the table also indicates that some question types have the same number of test items e.g. SB-S (sentence-based structure) or sign-based reading comprehension (SB-RC), while other question-types have more than one item e.g. text-based structure (TB-S) or text-based vocabulary (TB-V). 
Table 3     Test questions and test items

	QUESTIONS
	TOTAL

	Level
	SB-S
	TB-S
	SB-V
	TB-V
	SB-RC
	TB-RC
	

	NEPTON 1
	50
	10
	22
	7
	21
	10
	120

	NEPTON 2
	59
	8
	29
	14
	20
	10
	140

	NEPTON 3
	40
	11
	29
	12
	0
	10
	102

	NEPTON 4
	52
	5
	13
	5
	0
	5
	80

	NEPTON 5
	46
	5
	55
	6
	0
	4
	116

	NEPTON 6
	33
	5
	27
	5
	0
	4
	74

	 TOTAL
	280
	44
	175
	49
	41
	43 
	632

	

	ITEMS
	 
	 
	 
	 
	 
	 
	

	Level 
	SB-S
	TB-S
	SB-V
	TB-V
	SB-RC
	TB-RC
	

	NEPTON 1
	50
	50
	22
	28
	21
	40
	211

	NEPTON 2
	59
	40
	29
	56
	20
	40
	244

	NEPTON 3
	40
	55
	29
	48
	0
	40
	212

	NEPTON 4
	52
	25
	13
	20
	0
	20
	130

	NEPTON 5
	46
	25
	55
	24
	0
	16
	166

	NEPTON 6
	33
	25
	27
	20
	0
	16
	121

	 TOTAL
	280 
	220 
	175 
	196 
	41 
	172 
	1084


IV  
 General factors influencing reliability
Most of the ways test reliability was considered in this project were based on Hughes’ suggestions (2000) and Dunkel’s (1999) factor categorization. The test’s large and revised item pool of one thousand and eight-four items or six hundred and thirty-five questions strengthened its reliability (Hughes, 2000). About one hundred and thirty-one students taking the NEPTON in 2004 answered a post-test questionnaire; they were representative of the population for which the test was intended in age, experience and background. Every effort was made to develop short and clear instructions for the NEPTON test. The post-test student questionnaire for instance suggested that most test-takers (78.8%) felt quite comfortable with the test instructions.  The type of instructions used may help in the reliability of the test. A moderation process took place in the initial stages of the item bank development.  This resulted in (1) the elimination of ambiguous items; (2) the agreement of acceptable responses; (3) the editing of questions, texts and multiple-choice options. 
  The NEPTON computer screen layout did not include many features, which would make it look cluttered and as a result possibly confusing to the test-taker. 2004 Post-test questionnaire feedback suggested test-takers were happy with the clarity of both the computer screen (39.8% agree and 44.22% strongly agree) and the activity layout (36.3% agree and 35.4% strongly agree).  Visuals were generally found clear and of sufficient quality.  Some of the signs, which were indicated as unclear were redesigned. Test-takers had been given a number of opportunities to become sufficiently familiar with the test format before taking the test.  They were given the opportunity to familiarize themselves with the test format, and types of activities in the form of a booklet given to them upon registration for the NEPTON test and in the form of an electronic tutorial just before taking the test. This gave hands on experience to the test-takers of the electronic form of the test before taking the test.  This was a type of orientation to the test in an effort to sufficiently prepare the test-takers to take the test and reduce the tension of taking it as much as possible.  The conditions of the test administration were uniform and non-distractive. Test-takers were sent to specific computer laboratories, invigilators helped students through the tutorial and English language test experts and lab assistants were available at all times.  
V
Test validity
The large size of the item pool (1084 items) also secured higher test validity and the sample used in the pen-and paper field-test trial discussed in section II was of adequate size for the test validation. Test-takers had a choice of taking the test electronically or in pen-and-paper format.  Out of more than eight hundred students in 2004, only three opted for the NEPTON pen-and-paper option. This finding indicated that test-takers were familiar with computers and had positive attitudes towards the computer delivery of the NEPTON; this finding also suggested that the test had strong internal face validity (Weir, 1990; Heaton, 1995; Hughes, 2000; Alderson et al.  2001; Bachman, 2003). 
Six full-timers with expertise in the area of testing were also asked to examine NEPTON’s content validity (Weir, 1990; Heaton, 1995; Hughes, 2000; Alderson et al.  2001; Bachman, 2003) by doing the following: (a) study the NEPTON test specifications, (b) look at two sample pen-and-paper tests, (c) compare the NEPTON and two sample pen-and-paper tests with the test specification by rating the test on a questionnaire according to the degree to which it met certain test criteria. The data show that 33.3% of the experts strongly agreed and 66.66% agreed that that the NEPTON test met the requirements of an English placement test for the needs of Intercollege students.  Fifty percent strongly agreed and the other fifty percent agreed that the NEPTON accurately represented the content of Intercollege English language programme at the various levels. 
Moreover there was positive correlation with a separately marked hand-written writing component in 2004 and the NEPTON (Weir, 1990; Heaton, 1995; Hughes, 2000; Alderson et al. 2001; Bachman, 2003; Alderson and Bachman 2004).  For instance thirty-three percent of the hand-written tasks and NEPTON results were the same, and forty-five percent had a one-level difference plus or minus; the NEPTON was either one-language-course-level higher or lower than the hand-written component).  However, ten percent of the test-takers were found to have more than a two-level difference between the written component and NEPTON. An investigation therefore was undertaken to establish possible reasons for this; improvement was made through item analysis and better marking of written tasks, based on more clearly defined criteria and better trained markers.  As part of all this process, there was some indication that the markers needed more training in marking. They needed to be more consistent in the use of the criteria given to them, and perhaps also be given clearer criteria.
As suggested by literature (Weir, 1990; Heaton, 1995; Hughes, 2000; Alderson et al.  2001; Bachman, 2003), students and English instructors at Intercollege were also asked to give their feedback about the NEPTON; they were to a high degree happy that it was being used and that it replaced the old EPT. This suggested the test had strong external construct validity. It is in the intentions of this project to include in its continuous process of change and improvement, a continuous process of reliability and validity testing.
VI   Setting the NEPTON slide cut-offs 
Theory suggests different ways in determining test cut-off points, depending on aspects such as test purpose, test type, test context, and institutional considerations such as number of places available in the course, number of applicants, and availability and constraints in human and other resources (Heaton, 1995; Hughes, 2000; Alderson et al. 2001). 
In the case of NEPTON, after considering all of the above, a process of iteration
 was undertaken to calculate six slide cut-offs.  Firstly a mass average and overall averages were calculated. The overall averages were the six average performances out of nine for all the students on all six NEPTON levels. The mass average was the average of these six averages (4.76 in the Figure 1).  
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Figure 1     Six overall slide averages for all students and the mass average of these six    

                   slide averages 
In Figure 2, lower and upper bounds were set at one point above and below an integer mass average (5). It was held that cut-offs set between these upper and lower bounds were neither too high nor too low. We wanted reasonable cut-offs suitable for a placement test. The philosophy was to find cut-off points at each level that gave averages that stayed within the bounds. 
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Figure 2  
Setting upper and lower-bound averages
The first iteration was then undertaken to calculate new slide averages, the lower-bound average of 4 was used as a suggested mean for all slides in this first iteration. The averages in Figure 3 are the averages of individual NEPTON groups on their corresponding NEPTON-level slides. In Figure 3 the first iteration led to the formation of new integer slide cut-offs 5-4-4-5-4-5
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Figure 3   Results of the first Iteration using the lower-bound slide averages of 4-4-4-4-4-4
A second iteration using the new first iteration 5-4-4-5-4-5 slide cut-offs led to new integer slide cut-offs of 5-4-5-5-4-6. These new second iteration cut-offs were used in a further third iteration. The results were 5-4-5-5-6-7. This third iteration led to an unacceptably high ENGL101 (level 6) cut-off of seven, which went above the upper-bound average condition of 6 discussed above and set at the beginning of the iteration process.  Therefore the second iteration cut-offs of 5-4-5-5-4-6 had to be rejected and the new NEPTON cut-offs were therefore the first iteration cut-offs of 5-4-4-5-4-5.
Each slide therefore has a cut off point. If the cut-off point per slide is achieved, the student is deemed to have fulfilled the placement criterion of that individual slide, and is awarded one point; there are 6 points in total. If the student scores 0-1 points in total on any slide in any order the placement is NEPTON level 1, if the student scores 2 points in total on any two slides in any order the placement is NEPTON level 2. This continues to a maximum of six points. Examples of how the placement is awarded are presented in Table 4 using real data from 2004. Numbers in bold indicate where the slide cut-off had been achieved according to the new 5-4-4-5-4-5 cut-offs as described above. 
Table 4 
Examples of student slide performance and their corresponding placement using 5-4- 4-5-4-5 slide cut-offs
	
	NEPTON level 1
	NEPTON level 2
	NEPTON level 3
	NEPTON level 4
	NEPTON level 5
	NEPTON level 6
	Total number of points
	Final NEPTON level

	NEPTON

Cut-offs
	5
	4
	4
	5
	4
	5
	
	

	
	3
	3
	2
	2
	0
	1
	0
	1

	
	8
	3
	0
	0
	0
	2
	1
	1

	
	7
	9
	3
	3
	3
	1
	2
	2

	
	9
	2
	8
	6
	2
	2
	3
	3

	
	8
	6
	8
	9
	2
	0
	4
	4

	
	8
	9
	7
	5
	8
	1
	5
	5

	
	9
	8
	9
	9
	9
	9
	6
	6


VII 
The 2005-6 NEPTON data analysis
In 2005 and 2006 two thousand and sixty-three students took the NEPTON test. Table 5 gives details of individual group numbers. 
Table 5
An summary of 2005-6 NEPTON test data
	NEPTON level placement
	Number of students 

	Level 1 (BENG50)    
	243

	Level 2 (BENG80)   
	234

	Level 3 (BENG90)    
	370

	Level 4 (BENG100)  
	484

	Level 5 (ENGL100)  
	426

	Level 6 (ENGL101)  
	306


Figure 4 presents the overall averages for all 2063 students on all the test items in 2005-2006. These averages do not differ significantly from the overall averages presented in Figure 2 for 2004; the 2004 overall averages were 7.12, 5.52, 5.05, 4.67, 3.18, 3. The mass average for these six overall averages was 4.76. The overall averages for 2005-2006 were 6.9, 5.5, 4.9, 4.4, 3.2, 3. The mass average for these six overall averages was 4.65. The closeness of overall averages suggests the slide cut-offs of 5-4-4-5-4-5 are appropriate, however this was also confirmed by a process of iteration as described in section VI. 
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Figure 4      2005-6 data: overall averages for all 2063 students at NEPTON each level
In Figure 5 the individual performance of all NEPTON level 1 (series 1) students to NEPTON level 6 (series 6) students on all the slide-level items are presented as an average score out of nine.
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Figure 5       2005-6 data: performance of all students from series 1 (NEPTON level 1) to series 6 (NEPTON level 6) on slides 1 to 6.                                                                                 
The points 1 to 5 below comprise the main implications of these data:

1. Higher-level student slide averages are always better than lower-level student slide averages. Test items therefore discriminate well globally. However, the NEPTON level-six average on the level-six slide is slightly higher than on the level-five slide because the cut-off for the level-six slide is five, whereas the cut-off for the level-five slide is four.  
2. Series 1 (NEPTON level 1) students on slides three to six on average score 2.22, 2.26, 1.71, 1.73 respectively. This oscillates around two, which is the approximate slide guess factor of twenty percent (2 out 9 is approximately 20%). Series 2, series 3 and series 4 students approach the overall slide average of two, one after the other. For instance series 2 students have average of 2.8 on slide 4, series 3 students achieve a 2.4 average on slide 5 and series 4 students obtain a 2.76 average on slide 6. This also suggests the test is discriminating well as higher-level items on average appear difficult for lower-level learners.  
3. The average for series 1 is relatively low being below the slide cut-off of 5. All the other series achieve the cut-offs on their respective slides. The series 4 average on slide 4 is 4.98, the slide cut-off on level 4 is 5; this is almost 5. However the reason why the series 1 average of 4.29 is well below the slide cut-off of 5 is that eighty-nine level-one students out of two hundred and forty-three did not achieve any of the slide cut-offs; this suggests that there should be a NEPTON level 0 (starter level). Teachers teaching level one may request such information. 
4. Series 6, 5, and 4 student averages drop slowly on low-level slides; this is to be expected as lower-level items should be easier for them. However, series 1, 2 and 3 student averages drop sharply at slide 2 level; this drop is to be expected, as it indicates that students find the questions harder earlier on in the test.
5. Overall slide averages presented in Figure 5 suggest that slide item ‘difficulty’ is ‘relative’ and depends on the level of the test-taker. For instance, series 5 students achieve five or above on all slide items below their level; this suggests that on average, series 5 students find lower-level slides relatively easy. Series 4, 3 and 2 students all achieve five or above on slides below their respective NEPTON levels. This suggests with the exception of series-six students, that slide-item difficulty on average is noticeable on the student’s actual NEPTON slide level or on higher slide levels. 
VIII        Fairness and effectiveness of the NEPTON cut-off system                                                                                                                                
Even though the NEPTON overall averages follow the acceptable trends described in section VII, individual student slide performance on the NEPTON is usually erratic. Students individually often score higher on higher-level slides despite regular item analyses and test-item moderation.  Table 6 indicates the number of students that scored higher on higher-level slides in the 2005-2006 data analysis

Table 6     Students that scored higher on higher-levels NEPTON slides for 2005-6                                                                           
	NEPTON STUDENT  LEVEL
	Number of students at this NEPTON level that scored higher on higher-level slides at some point during the test 
	Number of students in the database at this level
	Percentage of students that scored higher

	1 
	221
	243
	91%

	2 
	224
	234
	96%

	3 
	303
	370
	82%

	4 
	433
	484
	90%

	5 
	353
	426
	83%

	6 
	276
	306
	90%


Figure 6 gives a sample of NEPTON level-2 student slide performance. It indicates visually how erratic student slide performance is. 
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Figure 6
A NEPTON-2 level sample indicating how erratically students can perform in the NEPTON 
However Figure 7 plots the averages of the six sample student performances in Figure 6.  Bearing in mind this sample size, the averages are close to the overall level-2 averages presented in Figure 5 (6.07, 4.04, 3.1, 2.82, 2.04, 1.95). The NEPTON level-2 slide performance for all NEPTON level-2 students in 2005-6 is plotted in Figure 5.

[image: image8]
Figure 7
A graph showing the average performance of the six erratic examples in Figure 6
Individual student slide performance in the NEPTON almost never decreases in equal amounts. For instance out of 2063 test takers in 2005-6, the only example of a deceasing slide performance of 9-8-7-6-5-4 was by a level 5 student and the only example of 8-7-6-5-4-3 was also by a level-5 student. There have never been any examples of the same slide score throughout the test. 4-4-4-4-4-4 would be extremely unlikely as students on average perform better on lower-level items. One level-6 student has scored 8-6-6-6-6-6 and another one 9-9-9-9-9-7.  
       A more striking aspect of the data is presented in Table 7 and concerns how approximately between twelve and nineteen percent of NEPTON level 1 to NEPTON level 4 students can achieve slide cut-offs on items that are two to four levels higher than their NEPTON placement level.    
Table 7        Number of students that obtain cut-offs on slides that are two or more levels higher than their NEPTON level

	NEPTON level of student 
	Number of students at this level that achieve the cut-off two levels higher 
	Number of students at this level that achieve the cut-off three levels higher
	Number of students at this level that achieve the cut-off four levels higher
	Total integer percentage of students at this level that achieved cut-offs on slides two or more levels higher

	1 
	19 (NEPTON level 3 items)
	2 (NEPTON level 4 items)
	9 (NEPTON level 5 items)
	13%

	2 
	15 (NEPTON level 4 items)
	23 (NEPTON level 5 items)
	2 (NEPTON level 6 items)
	17%

	3 
	51 (NEPTON level 5 items)
	18 (NEPTON level 6 items)
	NA
	19%

	4 
	57 (NEPTON level 6 items)
	NA
	NA
	12%


The six examples in Table 8 are data taken from the 2005-2006 data analysis; they indicate how students can perform significantly better on questions that are two to four levels above their NEPTON level.  Students in the NEPTON are expected to answer all the test questions as their complete test performance on all test items is considered by the NEPTON; the NEPTON items therefore are not targeted at the level of the candidate as for instance in Maycock (2007, 7).
Table 8
Six examples of unusual student slide performance
	
	NEPTON
Level 1


	NEPTON

Level 2


	NEPTON

Level 3

	NEPTON

Level 4

	NEPTON

Level 5

	NEPTON

Level 6

	Total number of slide points
	Final NEPTON level

	NEPTON

Cut-offs
	5
	4
	4
	5
	4
	5
	
	

	I. 
	3
	2
	1
	3
	6
	2
	1
	1

	II. 
	7
	1
	2
	3
	1
	6
	2
	2

	III. 
	6
	5
	1
	2
	2
	6
	3
	3

	IV. 
	9
	8
	5
	4
	3
	8
	4
	4

	V. 
	8
	7
	3
	7
	4
	8
	5
	5

	VI. 
	9
	4
	8
	7
	4
	9
	6
	6


Students in the NEPTON as exemplified in Table 8 can achieve unusual slide cut-offs. For instance the unusual NEPTON level 1 student slide performance of six on a NEPTON 5-level slide in example I or the poor NEPTON level 5 student performance of three out of nine on a NEPTON 3-level slide in example V.  The decision therefore to award one point per slide even though higher level slides contained higher-level items is a key aspect of the NEPTON slide cut-off system. It is held that this system is a fair and effective system as it takes into account the fact that (a) difficulty level averages depend on the NEPTON level of the test-takers as discussed in section VII point 5; (b) lower-level students can perform better on higher level questions and that such performance no matter how unusual should, be considered. Moreover, this finding resonates with Ellis’s (1985, 118) view of how the dynamic quality of interlanguage is reflected in ‘the tremendous variability in learner language and also in overlapping stages of development’; (3) such erratic performance does not skew overall slide averages as shown in Figure 5. More research however is required to determine why individual student slide performance in the NEPTON can be so erratic; the following hypotheses are put forward: a combination of student variable competence and/or guessing could be the reason why some students perform significantly better on higher-level questions. It is however unlikely that good guessing alone is the reason for the overwhelming percentages of students performing better on higher-level questions as described in Table 6 as the overall averages in Figure 5 would have been skewed.
IX Conclusion
In this article the development of the NEPTON testing system, its method of calculating slide cut-offs and the nature of the NEPTON data, have been described. It seems that in the case of the NEPTON, individual student performance on different-level items is varied, but such individual variation does not affect overall slide averages.  It was argued that the NEPTON places students fairly as it considers the entire performance of a student on all test-item levels. 
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